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ABSTRACT

Despite their scalability benefits, multicast protocols are not widely
deployed and are confined to intra-domain use cases such as IPTV.
Several factors contribute to this reluctance to deploy multicast on
the Internet. Among them, the chicken-and-egg and all-or-nothing
problems hindered the emergence of inter-domain multicast. Recent
advancements within the IETF suggest solutions to these issues,
such as Automatic Multicast Tunneling (AMT) and flexible multicast
extensions to the QUIC transport protocol (FCQUIC). This demo
leverages AMT and Flexicast QUIC to enable researchers to conduct
large-scale inter-domain multicast measurement campaigns. We
provide Docker images of FCQUIC receivers that can be connected
to our FCQUIC source, which any Internet host can reach using
AMT. We will also publish our setup code to motivate researchers
to instantiate their own FCQUIC source application with AMT.
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1 INTRODUCTION

Deering initially proposed IP Multicast in the late 80s [4, 5]. It en-
ables a source to efficiently send the same data to multiple receivers,
relying on (multicast-capable) routers to replicate packets to reach
all receivers, forming a distribution tree. Despite its clear scala-
bility benefits, operators did not deploy multicast on the Internet
due to several issues [6], including the chicken-and-egg problem,
which prevents the emergence of use cases until an inter-domain
multicast network is set up, and conversely. Similarly, application
developers prefer unicast because of the all-or-nothing nature of
existing multicast transport protocols, which requires applications
to develop their own unicast fall-back mechanism in case a receiver
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cannot join the multicast tree. Nowadays, multicast is confined to
intra-domain use cases such as IPTV [16, 17], enterprise software
update [18], and financial applications [3].

Despite these limitations, multicast remains attractive due to its
potential for scalability. Indeed, Akamai, one of the world’s largest
Content Delivery Network (CDN) providers, reported that between
20 % to 50 % of its traffic (mostly VOD/Live streaming) could ben-
efit from multicast forwarding to alleviate the pressure in its net-
work [12]. In 2022, Akamai reached peak traffic of 250 Tbps [1],
showing the substantial potential benefits of multicast. These rea-
sons pushed the IETF to specify on modern solutions to the afore-
mentioned issues of multicast, such as Automatic Multicast Tun-
neling (AMT) [2]. AMT permits incremental multicast deployment,
as non-multicast receivers can still benefit from multicast content
through a unicast tunnel. We leverage an open-source implementa-
tion of AMT [10] in software.

In parallel, researchers explored ways to extend the QUIC trans-
port protocol [14] with multicast extensions [13, 19, 21]. These
approaches suggest exposing a shared QUIC communication chan-
nel between the source and the receivers and a per-receiver con-
nection for control and fall-back data distribution. We focus on
the second design, Flexicast QUIC (FCQUIC) [19], and leverage
our open-source implementation of this extension! [20]. FCQUIC
solves the all-or-nothing problem of multicast as the application
leverages efficient multicast when possible, and seamlessly falls
back on unicast otherwise within the same transport protocol.

With Automatic Multicast Tunneling [2] and Flexicast QUIC [20],
it becomes possible to reconsider deploying multicast use cases on
the Internet. In this demo, we leverage AMT and FCQUIC to initiate
new multicast measurement campaigns over the Internet. These
large-scale measurements will help to identify the scalability bene-
fits and limits of both FCQUIC and AMT, as well as motivate the
networking community to reconsider multicast communication for
one-to-many use cases. As a primary step towards this direction, we
build a push-based RSS feeder application of the Linux kernel mail-
ing list and expose a public FCQUIC server distributing RSS feeds to
FCQUIC receivers. We provide Docker images of FCQUIC receivers
to connect to our public server and receive multicast packets using
AMT. While this application is simple, we aim to explore the limits
of an FCQUIC server to scale to larger and heterogeneous audiences
on the real Internet. The docker images are public, and all infor-
mation is available at: https://forge.uclouvain.be/louisna/fcquic-
deployment-sitcom-2025-demo.git.

2 BACKGROUND

Automatic Multicast Tunneling is a tunneling protocol aiming
forward multicast packets from a multicast-capable network to

The implementation is not a contribution of this demo.
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Figure 1: Deployment architecture of Flexicast QUIC with Automatic Multicast Tunneling on the Internet.

receivers lacking such multicast connectivity. As illustrated in Fig-
ure 1, AMT combines a Relay with one or several Gateways. The
Relay lies in the source, multicast-capable network and listens to
Gateway requests to join specific multicast groups. The Gateway
stands in the receiver’s network, potentially on the same host. It
establishes a tunnel with the Relay and forwards IGMP/MLD re-
quests from the receiver to the Relay, which in turn forwards the
requests to the source of its multicast-capable network (e.g., using
PIM), thus adding the Relay to the multicast distribution tree in
this network. The Relay encapsulates the multicast packets in UDP
to reach the Gateway; the latter removes the encapsulation and
forwards the multicast packet to the receiver.

Flexicast QUIC is an extension of QUIC [14] and Multipath
QUIC [15] providing flexible multicast to application. It combines
unidirectional flexicast flows shared with multiple receivers and one
per-receiver bidirectional unicast path as a secure control and fall-
back mechanism. By leveraging Multipath QUIC [15], an FCQUIC
receiver sends acknowledgment on its unicast path to the source;
the latter can decide to retransmit lost frames either on the flexicast
flow (e.g., if multiple receivers lost the corresponding packet) or on
the unicast path to reach specific subsets of receivers. Packets sent
on the shared flexicast flow can be sent using a multicast IP address.
Receivers lying in an ill-configured multicast network (e.g., due to
a bad configuration) can fall back on their unicast path without
impacting the remaining group members.

3 INTERNET DEPLOYMENT

Our source is a small push-based RSS feeder that distributes the
messages received on the Linux kernel Lore mailing list. The Kernel
Lore already provides mail news through an RSS feed, but host
applications are responsible for pulling the feed. As illustrated on
Figure 1, our Flexicast QUIC source pulls the RSS feed every five
seconds, using the If-Modified-Since HTTP header [8] to avoid re-
dundant transfer. Upon new feed, the FCQUIC source sends the
content in a new QUIC stream on the flexicast flow, i.e., the shared
unidirectional channel towards the receivers. New receivers first
establish a QUIC connection with the source and upgrade it to Flex-
icast [19]. The receiver’s AMT Gateway establishes the tunnel with
the Relay and receives hereafter encapsulated multicast packets.
Our Docker image embeds the IP address of our AMT Relay for
simplicity, but this process can be automated using DRIAD [11].
Initial measurement results. We host the server in our campus
network and performed initial measurements with 9 clients to show
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Figure 2: Cumulated sent bytes on the server, comparing uni-
cast QUIC with Flexicast QUIC (FC flow). Retransmissions
contains the unicast-retransmitted data when losses occur
on the flexicast flow.

the benefits of multicast from the server’s viewpoint: 5 clients listen
to the flexicast flow (i.e., receive multicast packets through AMT),
and 4 others receive the content through unicast: 3 receivers (2
multicast, 1 unicast) are hosted on Cloudlab (USA) [7]; 1 multicast
receiver in South Africa; the remaining receivers are located on
the same campus as the source. Figure 2 highlights the benefits of
multicast for the server regarding the bytes sent; the source sends
~ 5x fewer bytes using Flexicast QUIC. We occasionally notice re-
transmissions of packets lost on the flexicast flow. This initial result
confirms the successful deployment of our RSS feed application.

4 CONCLUSION AND FUTURE WORK

This demo aims to initiate measurements of the new Flexicast QUIC
(FCQUIC) on the Internet. We provide Docker images of an FC-
QUIC receiver that connects to our source and receives multicast
data using Automatic Multicast Tunneling (AMT). We will also
release our source code, enabling researchers to instantiate their
own FCQUIC source and AMT Relay. This simple application serves
as the starting point for larger-scale measurement campaigns of
multicast-enabled use cases, and we hope to engage the scientific
community in these campaigns. Our implementation of Flexicast
QUIC is already freely available [20]. This paper’s contributions
relate to the RSS feeder application and deployment of an FCQUIC
source. In future work, we will evaluate FCQUIC’s deployment with
video stream applications, integrating into TreeDN [9], a multicast
tree-based delivery network for live streaming applications. We
will leverage the community’s interest to perform large-scale mea-
surement campaigns, and hope to motivate researchers to deploy
their own Flexicast QUIC/AMT instances towards the widespread
adoption of multicast on the Internet.
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